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Artificial Intelligence: Autonomous vs Assistive
Assistive

Clinician needed
Medical decision 
by clinician
Liability for 
clinician

Autonomous

Medical decision by AI
No human oversight
Instantaneous
Point of Care
Liability for creator
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Preventing 
blindness and 

visual loss

Standards of 
Medical Care in 

Diabetes
(2020)

Ethical 
Foundations

(2020)

First FDA de novo 
clearance (2018)

Second FDA 
clearance with 510k 

(2020)

ReimbursementClinical trial design / 
Regulatory Approval

Affect patient outcomes/
Address health disparities

Standards of Care 

Creation of a new industry: 
Autonomous AI in healthcare

Abramoff et al. Lessons  Learned About Autonomous  AI: Finding a Safe, Efficacious , and Ethical Path Through the Development Process . Am J  Ophthalmol. 2020;214(1):134-42. 
Char, Abràmoff, Feudtner. Identifying Ethical Cons iderations  for Machine Learning Healthcare Applications . The American J ournal of Bioethics . 2020;20(11):7-17. 
American Diabetes  Association. 11. Microvascular Complications  and Foot Care: Standards  of Medical Care in Diabetes  − 2020. Diabetes  Care; 43(Supplement 1): S135-S151, 2020. 
https :/ /www.ncqa.org/wp-content/uploads /2020/07/20200701_Summary_Table_of_Measures_Product_Lines_and_Changes .pdf
https :/ /www.ama-assn.org/practice-management/digital/ophthalmologis t-doing-health-care-a i-right-way

Firs t ever CPT 
Code 92229

(2019)

Coverage
$55.66 
(2020)

‘diagnostic
AI algorithm’ Foundation in Ethics

300+ papers
(2008)
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2018: First ever Autonomous AI FDA Approval

U.S. Food & Drug Administration (FDA). FDA permits marketing of artificial intelligence-based 
device to detect certain diabetes-related eye problems. 2018. 
https://www.fda.gov/newsevents/newsroom/pressannouncements/ucm604357.htm

“IDx-DR is the first device authorized for marketing that 
provides a screening decision without the need for a 
clinician to also interpret the image”
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2018: First autonomous AI clinical trial
And still, the only peer reviewed publication

Abràmoff MD, Lavin PT, Birch M, Shah N, Folk JC. Pivotal trial of an autonomous AI-based diagnostic system for detection of diabetic retinopathy in primary care offices. Nature Dig Med 2018;1:39ff



2019: Solving Autonomous AI liability

6

“Autonomous AI Creator/Vendor  assumes liability for performance 
commensurate with indications for use”
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https://www.ama -assn.org/system/files/2019 -08/ai-2018-board-policy-summary.pdf
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2020: First Standard of Care supporting Autonomous AI

American Diabetes Association. 11. Microvascular Complications and Foot Care: Standards of Medical Care in Diabetes − 2020. Diabetes Care; 43(Supplement 1): S135-S151, 2020. 
https://care.diabetesjournals.org/content/43/Supplement_1/S135

11.17 […] Artificial intelligence 
systems that detect more than mild 
diabetic retinopathy and diabetic 
macular edema authorized for use 
by the FDA represent an alternative 
to traditional screening approaches 
(115). […]
115. Abràmoff MD, Lavin PT, Birch M, Shah N, Folk JC. 
Pivotal trial of an autonomous AI-based diagnostic 
system for detection of diabetic retinopathy in 
primary care offices. NPJ Digit Med 2018;1:39
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2020: First Autonomous AI cost -effectiveness analysis

Wolf, Channa, Abramoff Lehmann. Cost-effectiveness of Autonomous Point-of-Care Diabetic Retinopathy Screening for Pediatric Patients With Diabetes.JAMA Ophthalmol. Published online September 03, 2020
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2020: First Autonomous AI payment

» Cost of electricity?
» Cost of R&D?
» Cost effectiveness?
» Free market?

» Discounted human cost

Abramoff et al, US Senate Committee on Finance. Briefing on Autonomous AI and Reimbursement, May 28, 2019

May 21, 2019
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2020: US Medicare (OPPS): $55/exam for Autonomous AI

CY 2021 Payment Policies under the Physician Fee Schedule and Other Changes to Part B Payment Policies, available at https://public-inspection.federalregister.gov/2020-26815.pdf (“2021 MPFS”)
Page 271-272 in https://www.cms.gov/files/document/cms -1734-p-pdf.pdf
Pages 450-453 in https://public -inspection.federalregister.gov/2020-26815.pdf
Pages 290-295 in https://www.cms.gov/files/document/12220 -opps-final-rule-cms-1736-fc.pdf

“[…]IDx-DR technology received a new CPT code effective January 1st, 2021, 
specifically, CPT code 92229 for point-of-care automated analysis that uses 
innovative artificial intelligence technology to perform the interpretation of the eye 
exam, without requiring that an ophthalmologis t interpret the results .”

CMS finalized Medicare reimbursement at $55.66 
MPFS states “We are cons idering CPT code 92229 to be a diagnos tic s ervice under 
the PFS.”

https://public-inspection.federalregister.gov/2020-26815.pdf
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Robotic Imaging Sys tem

• Diagnoses diabetic retinopathy & 
diabetic macular edema

• At point of care

• Diagnosis in minutes

• No human oversight

• Integrated with EHR

• CMS / private reimbursement

• Closes care gap for HEDIS/MIPS

Operated by Existing 
GP Staff

AI Guided Workflow
Image Quality Feedback

Autonomous AI is real
& Updated for the Pandemic Era

Creator Assumes  
Liability 

Safe for COVID Era
Medicare $55

HEDIS/MIPS gap closure
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• Safeway retail has primary care clinics in store

• Full-service primary care clinics with primary care 
MD

• Autonomous AI for diabetic eye exam in diabetes 
management workflow

• Coordinated Diabetes Care

Diabetic Eye Exams in Grocery Store



OUS Adoption – partnership with Orbis – Flying Eye Hospital

https://cybersight.org/portfolio/lecture -autonomous-ai-finding-a-safe-efficacious-and-ethical-path-to-increasing-healthcare-productivity/



3DermSpot: Melanoma and 
other s kin cancers

IDx-DR:Diabetic Retinopathy and 
macular edema

Submit

Increasing access to specialty coverage

Digital Diagnostics platform 
expansion into new specialties: skin, …

Presenter
Presentation Notes
JDB
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Digita l Diagnos tics  (Formerly IDx)

• HQ Coralville, Iowa
• Founded 2010
• Mission Trans form affordability,                            

acces s ibility and quality of                          
healthcare through automation                          
of diagnoses

• Employees 90+
• Executive Team

• Michael Abramoff - Founder & Exec Chairman
• J ohn Bertrand        - CEO
• Seth Rainford         - Pres ident & COO

• Raise to date $70M

https://www.cbinsights.com/research/artificial -intelligence-startup-us-map/



1. US Bureau Labor Statis tics , 2010
Lam et al, The effect of electronic health records  adoption on patient vis it volume at an academic ophthalmology department BM Health Serv Res , 2016

2. Redd et al, Electronic health record impact on productivity and efficiency in an academic pediatric ophthalmology practice, J AAPOS 2014
3. Fong DS, Aiello L, Gardner TW, et al. Diabetic retinopathy. Diabetes  Care. 2003;26(1):226-229.
4. Centers  for Disease Control and Prevention. Diabetes  Report Card 2012. Atlanta, GA: U.S. Department of Health and Human Services ;2012
5. U.S. Centers  for Disease Control level dis tribution of diagnosed diabetes  among US adults  aged 20 or older, 2013. 

https :/ /www.cdc.gov/diabetes /pdfs / library/diabetes reportcard2017-508.pdf

Healthcare problems to be solved by Autonomous AI
Health disparities - Access

Eye care availability Eye care need

Healthcare Cost - Productivity
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Healthcare demand - workforce gap

https://www.cdc.gov/diabetes/pdfs/library/diabetesreportcard2017-508.pdf
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1. US Bureau Labor Statistics, 2010
Lam et al, The effect of electronic health records adoption on patient visit volume at an academic ophthalmology department BM Health Serv Res, 2016

2. Redd et al, Electronic health record impact on productivity and efficiency in an academic pediatric ophthalmology practice, JAAPOS 2014
3. Fong DS, Aiello L, Gardner TW, et al. Diabetic retinopathy. Diabetes Care. 2003;26(1):226-229.
4. Centers for Disease Control and Prevention. Diabetes Report Card 2012. Atlanta, GA: U.S. Department of Health and Human Services;2012
5. U.S. Centers for Disease Control level distribution of diagnosed diabetes among US adults aged 20 or older, 2013. 

https://www.cdc.gov/diabetes/pdfs/library/diabetesreportcard2017 -508.pdf

https://www.cdc.gov/diabetes/pdfs/library/diabetesreportcard2017-508.pdf


1. 1960’s : Rule bas ed
» MYCIN (Minsky, Shortliffe)

» Phys ician typing in patient symptoms

2. 1980’s : Machine learning
» Perceptron, backpropagation: 5th gen

» Noisy inputs , no digita l data

3. 2016: Digita l s ens ors  
» Objective, digita l data  - images

» GPUs , Deep-’er’ learning networks

A brief history of (autonomous) AI in healthcare

Shortliffe EH, Davis R, AxlineSG, Buchanan BG, Green CC, Cohen SN. Computer-based consultations in clinical therapeutics: explanation and rule acquisition capabilities of the MYCIN system. Comput Biomed 
Res. 1975;8(4):303-20. http://www.ncbi.nlm.nih.gov/pubmed/1157471
Rumelhart DE, McClelland JL, University of California San Diego. PDP Research Group. Parallel distributed processing : explorations in the microstructure of cognition. Cambridge, Mass.: MIT Press; 1986.

3 Phases of AI in Medicine

Presenter
Presentation Notes
MDA




» Objective s ens ors
• Secondary role for GPU /  neuros imilar process ing hardware
• Focus  on Image based sensors

» Images  are quantifications  of
• Phys ical processes
• Pathological processes

» Both proces s es  exhibit 
• spatial coherence (autocorrelation), see right
• temporal coherence
• Foundational assumptions  are to which degree

» AI exploits  s patial/ temporal coherences
• Neural networks  exploit coherences  through local nonlinearities

Inputs – images - for Autonomous AI 

Abramoff, Garvin, Sonka. Retinal imaging and image analys is . IEEE Rev Biomed Eng. 2010;3:169-208. doi:10.1109/RBME.2010.2084567

Key Characteris tics

Presenter
Presentation Notes
MDA




» High quality data is  s carce
• Risk of harm to patients  from obtaining data

o Radiation, light damage
• Many diseases  are rare, making cases  scarce

o Ocular melanoma 1:1,000,000 = only n=300 in whole US
• Control cases  (no disease) hard to obtain

o Ethical is sues  with expos ing non patients  to harm to obtain data

» High quality truth is  s carce
• Highly qualified and expens ive experts  (clinicians , pathologis ts  etc)
• Health outcomes  may be years  away in chronic disease
• Scarcity of valid surrogate outcomes

» Challenging environments , when AI is  deployed
• Inputs  require high quality images  in specific settings  and use cases
• Low proficiency operators

Autonomous AI is different
Key Cons traints  on AI in healthcare

Presenter
Presentation Notes
MDA
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From Science, to Algorithm, to Patient Benefit

• Impacting patients

1988: Machine learning using artificial neural networks
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Long Path from Science, to Algorithm, to Patient

• Impacting patients

1988: Machine learning using artificial neural networks
2000: AI Detection of retinopathy lesions
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Long Path from Science, to Algorithm, to Patient

• Impacting patients

1988: Machine learning using artificial neural networks
2000: AI Detection of retinopathy lesions
2003+: Many more les ion detection publications
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Long Path from Science, to Algorithm, to Patient

• Impacting patients

1988: Machine learning using artificial neural networks
2000: AI Detection of retinopathy lesions
2003+: Many more les ion detection publications
17+ patents  on retinal image analys is / imaging

US Patent 10,140,699. 2018. “Optimal, User-Friendly, Object Background Separation in Images”. 
US Patent 7,474,775. 2009. "Automatic Detection of Red Lesions in Digital Color Fundus Photographs”. 
US Patent 7,712,898. 2010. “Methods and Systems for Optic Nerve Head Segmentation”. 
US Patent 8,194,936. 2012. “Optimal Registration of Multiple Deformed Images Using a Physical Model of the Imaging Distortion”. 
US Patent 8,616,702. 2013. “Hybrid Laser Ophthalmoscope”. 
US Patent 8,358,819  2018. “System and Methods for Image Segmentations in N-Dimensional Space”. 
US Patent 9,155,465. 2015. “Snapshot spectral domain optical coherence tomographer”. 
US Patent 8,340,437. 2014. "Methods and Systems for Determining Optimal Features for Classifying Patterns or Objects in Images".
US Patent 9,545,196. 2017. “Automated Assessment of Glaucoma Loss from Optical Coherence Tomography”. 
US Patent 9,782,065. 2017. “Parallel Optical Coherence Tomography Apparatuses, Systems, and Related Methods”. 
US Patent 9,814,386. 2017. “Systems and Methods for Alignment of the Eye for Ocular Imaging”, 
US Patent 9,924,867. 2018. “Automated Determination of Arteriovenous Ratio in Images of Blood Vessels”. 
US Patent 10,410,355. 2019. “Methods and systems for image analysis using non-Euclidean deformed graphs”. 
US Patent 10,115,194. 2018. “Systems and Methods for Feature Detection in retinal Images”. 
US Patent 10,360,672. 2019 “Automated Separation of Binary Overlapping Trees”. Inventors: 
US Patent 10,694,945. 2020 “Systems and methods for alignment of the eye for ocular imaging”. 
US Patent 10,783,639. 2020.  “System and methods for n-dimensional image segmentation using convolutional neural networks”. 



dxs.ai  |  26
Abramoff MD, Folk JC, Han DP, et al. Automated analysis of retinal images for detection of referable diabetic retinopathy. JAMA Ophthalmol. Mar 1 2013;131(3):351-7. doi:10.1001/jamaophthalmol.2013.1743

to patients hereHow do we get such an AI

Presenter
Presentation Notes
MDA




Diabetes is a large and growing problem in the US.1,2

1. Fong DS, Aiello L, Gardner TW, et al. Diabetic retinopathy. Diabetes Care. 2003;26(1):226-229.
2. Centers  for Disease Control and Prevention. Diabetes Report Card 2012. Atlanta, GA: U.S. Department of Health and Human Services ;2012
3. U.S. Centers  for Disease Control level dis tribution of diagnosed diabetes  among US adults  aged 20 or older, 2013. https :/ /www.cdc.gov/diabetes /pdfs / library/diabetes reportcard2017-508.pdf
4. Hendricks  LE, Hendricks  RT. Greates t fears  of type 1 and type 2 patients  about having diabetes : implications  for diabetes  educators . Diabetes  Educ. 1998;24(2):168-173.

Image from: CDC Infographics .  A Snapshot: Diabetes  in the United States .  https :/ /www.cdc.gov/diabetes / library/ socialmedia/ infographics /diabetes .html Accessed J une 18, 2020

34.2
million 

people have 
diabetes 1,2

Most 
FEARED
diabetes 

complication 4

Blindness from diabetes is preventable.
Diagnosed Diabetes Prevalence among US Adults 360,000

Americans 
blind every 

year

https://www.cdc.gov/diabetes/pdfs/library/diabetesreportcard2017-508.pdf
https://www.cdc.gov/diabetes/library/socialmedia/infographics/diabetes.html


First: Autonomous AI clinical requirements
» Make medical decision without human oversight

• Autonomous AI
• Creator assumes liability
• Easy-to-understand diagnostic output

» Minimal changes to clinic/lab workflow
• Make diagnosis within minutes 
• Minimal footprint to fit clinic space, power outlet only requirement
• High diagnosability

» Use existing staff
• Operable by existing staff (high school diploma)
• Robotic camera with assistive AI

» Automatic claims, billing and care gap closure
• Real time, immediate claims and ICD-10 generation
• Aligned w Standards of Care and Preferred Practice Patterns

Presenter
Presentation Notes
MDA
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Many concerns about AI in Healthcare

• Will it benefit me as a patient?

• What happens to my data?

• Is there racial, ethnic bias?

• Who is liable for errors?

• Who pays for it?

• Will doctors lose their jobs?
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‘The Retinator ’

McDonnell PJ. 'The Retinator': revenge of the machines. Ophthalmology Times. 2010;35(13):4. 



10 years later, turning it around

https://www.ama -assn.org/practice-management/digital/ophthalmologist -doing-health-care-ai-right-way

31
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The risk of backlash

His torical example: Gene therapy
• Poorly overseen gene Rx trials

• Early 2000:effective moratorium

• closure of research institutions

• no more funding

• 2017: FDA approval of Gene Rx for RPE65 variant of LCA

Chandler RJ, Venditti CP. Gene Therapy for Metabolic Diseases. Transl Sci Rare Dis. 2016;1(1):73-89.
Russell S, Bennett J, Wellman JA, et al. Efficacy and safety of voretigene neparvovec(AAV2-hRPE65v2) in patients with RPE65-mediated inherited retinal dystrophy: a randomised, controlled, open-label, phase 3 
trial. Lancet. 2017;390(10097):849-860.
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The risk of backlash for AI is real

Higgins et al, Tesla, Uber Deaths Raise Questions About the Perils of Partly Autonomous Driving, https://www.wsj.com/articles/tesla -uber-deaths-raise-questions-about-the-perils-of-partly-autonomous-driving-
1522661400WSJ, April 2, 2018
Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of populations. Science. Oct 25 2019;366(6464):447-453. doi:10.1126/science.aax2342
Robbins, Ross, HHS to probe whether Google’s ‘Project Nightingale’ followed federal privacy law, STAT+, 2019. https://www.statnews.com/2019/11/13/hhs -probe-google-ascension-project-nightingale/

https://www.wsj.com/articles/tesla-uber-deaths-raise-questions-about-the-perils-of-partly-autonomous-driving-1522661400
https://www.statnews.com/2019/11/13/hhs-probe-google-ascension-project-nightingale/
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AI’s Ethics Iron Triangle

Ethical principles
• Non-maleficence

• Autonomy

• Equity

Abramoff MD, Tobey D, Char DS. Lessons Learned About Autonomous AI: Finding a Safe, Efficacious, and Ethical Path Through theDevelopment Process. Am J Ophthalmol. 2020;214(1):134-42. 
Char DS, Abràmoff MD, Feudtner C. Identifying Ethical Considerations for Machine Learning Healthcare Applications. The American Journal of Bioethics. 2020;20(11):7-17. 

Presenter
Presentation Notes
MDA
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AI’s Ethics framework

Ethical principles
• Non-maleficence

• Autonomy

• Equity

Abramoff, Tobey  Char. Lessons Learned About Autonomous AI: Finding a Safe, Efficacious, and Ethical Path Through the Development Process. Am J Ophthalmol. 2020;214(1):134-42. 
Char, Abràmoff , Feudtner. Identifying Ethical Considerations for Machine Learning Healthcare Applications. The American Journal of Bioethics. 2020;20(11):7-17. 

Presenter
Presentation Notes
MDA
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AI Ethical Requirements

1. Abramoff MD, Tobey D, Char DS. Lessons Learned About Autonomous AI: Finding a Safe, Efficacious, and Ethical Path Through theDevelopment Process. Am J Ophthalmol. 2020;214(1):134-42. 
2. Char DS, Abràmoff MD, Feudtner C. Identifying Ethical Considerations for Machine Learning Healthcare Applications. The American Journal of Bioethics. 2020;20(11):7-17. 

• Respect autonomy by maximally protecting data security and privacy

• Improve patient outcome shown by direct evidence  or linked clinical literature

• DesignAI algorithms so they are maximally reducible to human clinician 
cognition 

• Validate rigorously for safety, efficacy and equity AI against clinical outcome,  in 
clinical workflow

• Mitigate Bias along the entire workstream 

• Assume liability for performance

American Journal of Bioethics – Panel on ethics in AI
https://www.youtube.com/watch?v=Irg3jGxa6HM

Harvard AI Symposium on AI and Bias
https://www.youtube.com/watch?v=nuC6A1ZWRvA

https://www.youtube.com/watch?v=Irg3jGxa6HM
https://www.youtube.com/watch?v=nuC6A1ZWRvA
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AI Ethical Requirements

• Res pect autonomy by maximally protecting data 
security and privacy

• Improve patient outcome shown by direct evidence or 
linked clinical literature
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Improve patient outcome by linkage to AI Outputs

Abramoff, Blodi, Folk,, 2021 Macula Society. Autonomous AI  for diabetic retinopathy and macular edema  confers  patient level outcome prognosis

IDx-DR: diabetic retinopathy or macular edema present:
• 18.5% likelihood of PDR in 3 years , if untreated

• 17.7% likelihood of DME in 1 years , if untreated

IDx-DR: diabetic retinopathy or macular edema absent:
• 1.8% likelihood of PDR in 3 years , if untreated

• 2.4% likelihood of DME in 1 years , if untreated

In other words, if patient is left untreated, and has AI + 
output:

• 10x PDR risk in 3 years

• 7x DME risk in 1 year

Not poss ible if AI validated agains t clinicians



Des ign AI algorithms so they are maximally reducible to human clinician 
cognition 

AI Ethical Requirements
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AI Design: how does the clinician brain solve this

Hubel and Wiesel, 1959, 1962
Daugman, 1980, 1985
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AI Design: Detectors are partially dependent in Cortex V1 

Bonhoeffer, Grinvald. Nat. 1991
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Mimic cortical processing of clinicians as much as possible

1.Abramoff et al, IOVS 2007 Nat Dig Med 2018
2.Lynch et al, ARVO 2018 Shah et al, Proc ISBI 2018
3.Finlayson et al, Science, 2019 Larrazabalet al,, PNAS 2020

Robust against
catastrophic failure

Robust against 
racial / ethnic / sex / age bias

Partially dependent detectors
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Image based tra ining of convolutional neural networks

Biomarker based multiple partia lly redundant detectors

AI Design aligned with human clinician cognition 

1.Abramoff et al, IOVS 2007, Abramoff et al, Nat Dig Med, 2018, Abramoff et al, IOVS 2016
2.Lynch et al, ARVO 2017, Shah et al, Proc ISBI 2018
3.Finlayson et al, Science, 2019
4.Larrazabal et al, Gender imbalance in medical imaging datasets produces biased classifiers for computer-aided diagnosis, PNAS 2020
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Real image <1% changed

DR

No DR

DR

No DRCorrectly detect DR
Biomarker-based AI:  99% Biomarker-based AI:  99%

CNN (Black Box):  99% CNN (Black Box):  3%

Black boxes and Catastrophic Failure

1. Lynch et al, ARVO 2017
2. Shah et al, Proc ISBI 2018
3. Finlayson et al, Science 2019
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AI Ethical Requirements

• Validate rigorous ly for safety, efficacy and equity AI against clinical outcome,  
in clinical workflow
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33% Sens itivity

Validate against what? 
Clinicians do not do so well against clinical outcome

1. Lin et al, 2002
2. Pugh et al, 1993
3. Sussmann et al, JAMA, 1982
4. Lawrence et al, Trans AMO 2004

34% Sensitivity
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Phys icians  in Ams terdam

Phys icians  a t Iowa

Wis cons in Reading Center
Prognostic standard ‘truth’

AI s ys tem

Phys icians  a t 
Michigan

80% agree 50% agree 20% agree

Rigorous validation : Clinicians differ systematically

Abramoff et al, 2016
Abramoff et al, 2018
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Highest Prognostic Standard

1. ETDRS report number 9. Ophthalmology 98, 766-785 (1991).
2. ETDRS report number 10. Ophthalmology 98, 786-806 (1991).
3. ETDRS report number 12. Ophthalmology 98, 823-833 (1991).
4. DCCT Progression of retinopathy with intensive versus conventional treatment in the Diabetes Control and Complications Trial.Ophthalmology 102, 647-661 (1995).
5. DCCT The relationship of glycemic exposure (HbA1c) to the risk of development and progression of retinopathy in the diabetes control and complications trial. Diabetes 44, 968-983 (1995).
6. Browning et al., Optical coherence tomography measurements and analysis methods in optical coherence tomography studies of diabetic macular edema. Ophthalmology 115, 1366-1371, 1371 e1361 

(2008).
7. DRCR, Three-year follow-up of a randomized trial comparing focal/grid photocoagulation and intravitreal triamcinolone for diabetic macular edema. Arch Ophthalmol 127, 245-251 (2009).
8. Glassman et al., Comparison of optical coherence tomography in diabetic macular edema, with and without reading center manualgrading from a clinical trials perspective. Invest Ophthalmol Vis Sci 50, 560-

566 (2009).

Surrogate outcome: 

Stereo imaging: ETDRS level 43

• 1-year risk of early PDR 26.3%

• 1-year risk of high-risk PDR: 8.1%

OCT: DRCR level no ci-DME

• No benefit from treatment

• Evidence based markers for diabetic retinopathy

• Studies from 70s and 80s and today

• Highly reproducible and consistent over decades

• Used today for FDA drug trials: ETDRS, DRS and DRCR

• Cannot be created again ethically

• Clinicians not validated against this standard

• Low diagnostic accuracy and diagnostic drift

• Lack of consistency

• ALL DR management and treatment based on this reference standard
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Validate in Workflow
Lessons from the Fenton study

Mammography
» FDA approved breast cancer assistive AI
» N = 222,135 women 
» N = 2351 biopsy confirmed BC
» Women diagnosed by either:

• Radiologist + AI (‘CAD use’)
• Radiologist alone (‘No CAD use’)

» Safety not improved
» 20% more biopsies

» Outcomes worse for AI

1. Fenton et al, NEJM, 2007
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FDA Superiority 
Endpoint

IDx-DR(n=819)
Remote Reading 

Network /  
Telemedicine

Board Certified 
Ophthalmologis t in 

Clinic

Sensitivity 85% 87%1 (81% - 91%) 72% (65%-79%)6 33%2-343%

Specificity 82% 90%1 (88% - 93%) 97% (95%-99%)6 99%2-1003%

Repeatability 99% <80%6 60%4

Reproducibility 99%5 83%4

Equity: No significant effects for sex, race, ethnicity, 
HbA1C, lens status, or site

All other AI, remote readers, and clinician studies do not use surrogate 
outcome as the standard, and onlycompare to unvalidated clinicians (who 

may or may not correspond to outcome markers)

Validation of AI against prognostic standard

Abràmoff MD, Lavin PT, Birch M, Shah N, Folk J C. Pivotal trial of an autonomous AI-based diagnos tic sys tem for detection of diabetic retinopathy in primary care offices . Nature Digit Med 2018;1:39  
Pugh J A, J acobson J M, Van Heuven WA, et al. Screening for diabetic retinopathy. The wide-angle retinal camera. Diabetes  Care. 1993;16(6):889-895.
Lin DY, Blumenkranz MS, Brothers  RJ , Grosvenor DM. The sens itivity and specificity of s ingle-field nonmydriatic monochromatic digital fundus  photography with remote image interpretation for diabetic 
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AI Bias mitigation

Mitigate Bias along the entire development process:
» Intended use 

• Consider patient population and its potential effects
» Design  

• Maximize use of biomarkers where possible
• Consider training data distributions

» Validation 
• In full workflow
• Unbiased clinical outcome
• Account for entire patient population

» Implementation
• Where and how it is implemented 
• How is it paid for
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Patient centric autonomous AI

• Evidence of improving patient outcome

• Rigorous  validation agains t prognos tic s tandards  

• Maximal protection of patient data  s ecurity and privacy

• Des ign maximally reducible to human clinician cognition

• Liability for creator

1. https://www.cc -oi.org/
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