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ABSTRACT

Along with potential benefits to healthcare delivery, machine learning healthcare applications
(ML-HCAs) raise a number of ethical concerns. Ethical evaluations of ML-HCAs will need to
structure the overall problem of evaluating these technologies, especially for a diverse group
of stakeholders. This paper outlines a systematic approach to identifying ML-HCA ethical con-
cerns, starting with a conceptual model of the pipeline of the conception, development,
implementation of ML-HCAs, and the parallel pipeline of evaluation and oversight tasks at
each stage. Over this model, we layer key questions that raise value-based issues, along with
ethical considerations identified in large part by a literature review, but also identifying some
ethical considerations that have yet to receive attention. This pipeline model framework will
be useful for systematic ethical appraisals of ML-HCA from development through implemen-
tation, and for interdisciplinary collaboration of diverse stakeholders that will be required to
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understand and subsequently manage the ethical implications of ML-HCAs.

There is an old saying that a problem well put is half
solved. This much is obvious. What is not so obvious,
however, is how to put a problem well.

Churchman, Ackoff, Arnoff

Introduction to Operations Research, 1957, page 67.

With the FDA authorization of an autonomous artifi-
cial intelligence diagnostic system based on machine
learning (ML), which employs algorithms that can
learn from large data sets and make predictions with-
out being explicitly programmed, ML healthcare appli-
cations (ML-HCAs) have transitioned from being an
enticing future possibility to a present clinical reality
(Abramoff et al. 2018; Commissioner Office of the
FDA 2020). Almost certainly, ML-HCAs will have a
substantial impact on healthcare processes, quality,
cost, and access, and in so doing will raise specific
and perhaps unique ethical considerations and con-
cerns in the healthcare context (Obermeyer and
Emanuel 2016; (Rajkomar et al. 2019; Maddox et al.
2019; Matheny et al. 2019, 2020). This has been the
case in non-healthcare contexts (Char et al. 2018;
Bostrom and Yudkowski 2011), where ML implemen-
tation has generated toughening scrutiny due to

scandals regarding how large repositories of private
data have been sold and used (Rosenberg and Frenkel
2018), how the ML design of algorithmic flight con-
trols resulted in accidents (Nicas et al. 2019), and how
computer-assisted prison sentencing guidelines per-
petuate racial bias (Angwin et al. 2016), to name but a
few of the growing number of examples. Regarding
specifically ML-HCAs, our review of the literature
(see appendix for review methods) identified a variety
of ethical considerations and concerns that have been
cited, such as bias arising from the training data set
(Challen et al. 2019), the privacy of personal data in
business arrangements (Comfort 2016; Hern 2017),
ownership of the data used to train ML-HCAs
(Ornstein and Thomas 2018) and accountability for
ML-HCA'’s failings (Ross and Swelitz 2017).

Notably, no systematic approach has yet emerged
regarding how to survey the landscape of ML-HCA
conception, development, calibration, implementation,
evaluation, and oversight. Berefit of any conceptual
map of this landscape, the identification of ethical
concerns arising from this emerging, complex, cross-
disciplinary technology that potentially affects many
aspects of healthcare has thus far been reactive, ad
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hoc, and fragmented. This is problematic, especially
for so-called “wicked” problems, which unlike more
straightforward and “tame” technical problems, typic-
ally defy a singular formulation of the problem, are
nested within systems that have interrelated problems,
and have social values woven into their fabric such
that solutions are not simply true or false but rather
better or worse (Rittel and Webber 1973). In such cir-
cumstances, problem solvers are better served by
approaches that enable taking a step back at the outset
to assure that the problem is as “well put”
(Churchman et al. 1957) as possible. Although this
fundamental step for the analysis of any problem is
often overlooked, a variety of problem structuring
methods exist (Rosenhead and Mingers 2008). A com-
mon attribute across these methods is creating and
clarifying (ideally with a diverse group of stakehold-
ers) a shared conceptual mental map of the problem,
which often evolves over time. Equipped with such a
map, problem solvers may identify more decisions
and their interconnected consequences, which in turn
may advance value-focused thinking (Keeney 1992)
and improve ethical decision-making (Stenmark
et al. 2011).

In this paper, we aim to enhance our ability to
identify—proactively, systematically, and in a more
thoroughgoing and integrated manner—the variety of
ethically relevant decisions and their ethically relevant
consequences regarding ML-HCA. Specifically, we
propose framing this problem of identifying ethical
issues as occurring within and across the entire pipe-
line of activities that comprise the development,
implementation, and ongoing evaluation of any ML-
HCA (Figure 1, top 2 rows). Onto this conceptual
structure can be mapped an overlay of questions that
raise values-based issues and ethical considerations
(Figure 1, bottom 2 rows). This pipeline schematic
can serve as overview map not only to help us spot
novel ethical concerns, but also to recognize familiar
ethical considerations of healthcare technology and
interventions, such as promoting benefit while pro-
tecting against harm, clarifying the values that are
inexorably built into test calibration cut-points, and
ensuring benefit and burdens are equitably distributed
across populations of individuals.

We should raise three caveats before proceeding.
First, our pipeline framework, and in particular our
mapping from the ML-HCA process to sets of ethical
considerations, is undoubtedly incomplete. More work
will need to be done (as mentioned below) by diverse
stakeholders to flesh out this framework and mapping.
Indeed, by laying out an overview as we do, gaps are

likely to stand out. In no small sense, this is one of the
prime values of the approach we propose. Second, this
framework does not address the issue of who should be
responsible for what, but instead is intended to help
anyone who wishes (or is required) to be ethically
thoughtful to do so in a more systematic manner.
Third, our chief goal is how to identify ML-HCA eth-
ical concerns and considerations. This is necessary but
not sufficient. A subsequent process of evaluating these
considerations and confronting the likely tradeoffs to
resolve them is needed, which we will not be emphasiz-
ing. These subsequent tradeoff decisions will always
require detailed content and context-specific knowledge.
Nevertheless, such decisions would be flawed if the
broader process of first identifying the range of relevant
considerations is not thorough.

CHALLENGES TO IDENTIFYING ETHICAL
CONSIDERATIONS

Before laying out the pipeline model, we need to clar-
ify five significant challenges to identifying ethical
considerations arising from ML-HCAs design, imple-
mentation, and evaluations, as any approach to the
identification task should be designed to meet
these challenges.

Uncertain Impact of Emerging Technologies

ML-HCAs, like all new technologies, present uncer-
tainty regarding their future impact. Ethical frame-
works that focus on articulating guiding principles
without first systematically identifying potential prob-
lems (Challen et al. 2019; Matheny et al. 2019, 2020)
do not specifically address this uncertainty. While
various conceptual frameworks have been proposed to
guide anticipatory ethical analyses of emerging tech-
nologies (Brey 2012) or to ascertain the values inher-
ent in design approaches (Shilton 2018), a common
general feature of these methods is the importance of
having a systematic approach guided by an underlying
evaluative framework to identify key considerations
across as full a range as is possible of potential
impacts. This feature does not reduce the uncertainty
per se, but represents a strategy to manage it by cast-
ing a broad and thorough net.

Machine Learning and Artificial Intelligence
Exceptionalism

As advanced as ML-HCAs are, built with cutting edge
technology, no sound reason as yet exists to believe
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Figure 1. Pipeline model for identifying ethical considerations for machine learning healthcare applications.

that the health applications powered by ML are, in
and of themselves, exceptional. The clinical applica-
tions all seek to perform, in novel and hopefully better
ways, standard healthcare tasks, such as diagnosis,
generating a prognosis, or assisting with treatment
decision-making. These tasks each have already
identified ethical considerations that likely apply to
ML-HCAs. The technology itself is also built from
essentially standard clinical information, such as

patient demographic or clinical information, such as
laboratory values or diagnostic images, and while this
information is being analyzed in remarkable ways,
standard ethical considerations about these data also
likely apply to ML-HCAs. Accordingly, a framework
to guide identifying ethical considerations does not
need to be focused on exceptions, even as it should
leave space for exceptional considerations to
be identified.



10 D. S. CHAR ET AL.

Breadth of Applications

The breadth of emerging ML-HCAs, regarding what
they aim to do, how they are constructed, and where
they are being applied, is remarkably broad. ML-
HCAs range from fully autonomous artificial intelli-
gence diagnosis of diabetic retinopathy in primary
care settings to non-autonomous mortality predictions
to guide insurance and allocation of healthcare resour-
ces (Ching et al. 2018). The analytic framework guid-
ing the identification of ethical considerations should
therefore ideally be sufficiently generic to be useful
across a wide variety of ML-HCAs. For the ethical
appraisal of any given ML-HCA, detailed content and
context-specific knowledge will always be needed to
provide more thorough and precise ethical evaluation,
and this will require cross-disciplinary collaborations.
A framework for identification of ethical considera-
tions, one that can accommodate a broad range of
ML-HCAs, would help such collaboration.

Allure of Highly Restricted Focus

Many ML-HCA computer scientists have already
turned away from ethical analysis as unworkable or
not adequately responsive to ongoing ML-HCA devel-
opment, have instead focused exclusively on the eth-
ical consideration of fairness and emerging concerns
regarding bias, and have begun to pursue an ideal of
“algorithmic fairness,” or the ability to computation-
ally demonstrate a lack of between-group bias with an
ML application (Rajkomar et al. 2018). They reason
that if latent biases can be identified, ML approaches
might be used to correct for them or improve
“fairness” (Rajkomar et al. 2018). Highly focused
approaches such as this assume an a priori compre-
hensive understanding of where and why such biases
are occurring; if this assumption is wrong, these
approaches risk introducing a complex set of unin-
tended biases in attempts to correct the initial bias
(Goodman et al. 2018). More generally, a highly
restrictive focus and limited framework may be
applicable for ultimately addressing a specific ethical
consideration and set of concerns, but will not suffice
to manage the uncertainty regarding other potential
ethical considerations.

Diverse Stakeholders

Finally, ML-HCAs are likely to have a broad range of
stakeholders, from patients and health care practi-
tioners, to computer scientists, engineers, and entre-
preneurial developers, to healthcare organizations and

payers, to oversight bodies charged with regulating
medical practice. Any framework to help identify eth-
ical considerations should provide for potential per-
spectives and concerns of each of these diverse
stakeholders, commensurate with their expertise.

PIPELINE FRAMEWORK TO IDENTIFY ETHICAL
CONSIDERATIONS

We propose using the developmental pipeline of ML-
HCAs, from conception to implementation, with a
parallel pipeline of ML-HCA evaluation and oversight,
as a framework to help identify ethical considerations
(Figure 1). This pipeline framework is neither too nar-
row nor too broad, applies across a wide variety of
ML-HCAs, and accommodates the perspectives and
concerns of different groups of stakeholders. Along
this pipeline, key questions can be asked to uncover
values-based issues, which in turn can be linked to
both standard and potentially novel ethical considera-
tions (which we have annotated with citations based
on our literature search).

Conception: Auditability, Transparency Standards,
and Conflicts of Interest

When designers and implementers of a ML-HCA
clearly declare the intentions, indications for use, and
goals for an application, clinicians, patients, regulators,
and other stakeholders are better enabled to exercise
their own evaluative and decisional autonomy.
Without transparency about intentions or specific
goals, stakeholders will not be able to decide for
themselves whether they want to support these inten-
tions, or whether they believe that the ML-HCA will
advance these intentions and the stated goals
(Feudtner et al. 2018). Stakeholders do not need to
understand in detail the inner working of an ML-
HCA in order to achieve “auditability.”

To support evaluative autonomy, transparency will
require “auditability”: ML systems in medicine must
have an explainable architecture, designed to align
with human cognitive decision-making processes
familiar to physicians, and directly tied to clinical evi-
dence. Any ML-HCA’s functioning and output will
need to be interpretable to any stakeholder who uses
the output to inform clinical decisions so that they
can evaluate whether the ML-HCA is likely to live up
to the stated intentions. This would include auditabil-
ity of aspects of the development phase (such as algo-
rithm design, the training data, training process
testing, and validation methods) and in the initial



clinical implementation phase (where, as is now the
case for clinical trials, pre-specification of study
design, outcome measures, and analysis are required
to enable a potential audit regarding whether the trial
was conducted according to the pre-specified plan).

A simple but key aspect of determining the safety
of any healthcare application depends upon the ability
to inspect the application—to literally disassemble and
examine a physical application to determine how the
parts work together, to see the mechanisms at work,
and thus better understand how the application might
fail. The process is similar for software applications
and, by analogy, to the components and physiologic
mechanisms of medications or mechanical devices.
ML-HCAs, however, can present a “black box” prob-
lem, with workings that are not inspectable by evalua-
tors, clinicians, and patients. Unlike MRI scanners,
where the clinician-user may not understand how the
MRI functions but an engineer or designer could take
apart the machine and explain its inner workings, for
certain ML approaches (such as neural networks) the
learning methods of the system can be opaque even to
system designers. Even when post hoc explainability
can be provided, such black box, neural-network
based systems are vulnerable to “catastrophic failures”
and implicit biases in the training sets compared to
more explainable ML architectures (Finlayson et al.
2019; Shah et al. 2018). A non-inspectable, autono-
mous system poses a higher risk of patient harm,
raises questions about the responsibility of the system
in situations of harm (and the need for the system to
have malpractice insurance), and could engender sig-
nificant backlash against autonomous systems.
Transparency, however, needs to be balanced against
protection of the intellectual property of ML-
HCA design.

Transparency standards should also clarify whether
a ML-HCA is “locked” or “continuously learning.”
Continuous learning ML-HCAs automatically update
using inputs during use, as opposed to locked ML-
HCAs, which are deterministic (Daniel 2019).
Transparency about whether the ML-HCA is locked
or continuously learning is critical because evaluating
the safety, efficiency, and equity for a continuous
learning ML-HCA is more challenging, and therefore
understanding ethical considerations and addressing
concerns is more difficult.

Some have argued that continuous ML learning in
healthcare contexts may be harmful (Challen et al.
2019). With continuous learning, “distributional shift”
can occur, if target training data does not match
ongoing patient data (such as if the ML-HCA is
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applied to a population with higher pretest probability
of disease than the training population data), leading
an ML-HCA to begin to draw inaccurate conclusions.
Even if a ML-HCA underwent exemplary develop-
ment and rigorous initial evaluation, subsequent eval-
uations of accuracy will be necessary over time due to
what can be thought of as association half-life. The
associations between the data elements that under-
wrote the outcome prediction are likely to change
over time, due to changes in populations, technology,
and processes of care. In addition, in many cases a
goal of ML-HCA is lowering cost, yet for certain con-
ditions (such as most chronic diseases, where costs
are driven by long-term adverse outcomes), obtaining
high quality long-term outcome data needed for valid-
ation and subsequent updating may require more not
less financial resources.

Transparency standards should also specify whether
a ML-HCA is assistive or autonomous. Assistive ML-
HCAs aid healthcare providers by supplying
“recommendations” regarding treatment, diagnosis, or
management, while relying on user interpretation of
any recommendations to make decisions. Autonomous
ML-HCAs provide direct diagnosis and management
statements without any clinician’s or any other human
interpretation or supervision. Since the developer’s
choice of a ML-HCA’s level of autonomy has clear
implications for assumption of responsibility and liabil-
ity, this autonomy level needs to be apparent.

Last but not least, with growing understanding that
mores and values can intentionally or unintentionally
become embedded in the design of engineered systems
(Manders-Huits 2011) transparency will be required
regarding any potential conflicts of interest. These
potential conflicts of interest include individual financial
interests (such as payment for services or personal own-
ership of stocks) as well as any operational interests of
the organization that may not be aligned with the duty
of clinicians and health care delivery organizations to
advance the best interest of each patient under their
care (Kohli et al. 2017; Fischer et al. 2016; Jaremko
et al. 2019). Transparency on the part of ML-HCA
developers allows clinicians, patients, and society as a
whole to independently assess potential conflicts of
interest and other harms that may have negative conse-
quences outside of the Al developer’s direct control.

Development: Perpetuation of Bias within Training
Data, Risk of Harm Due to Group Membership,
and Obtaining Training Data

An important and acknowledged concern (Char et al.
2018; Rajkomar et al. 2019) in the development of
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ML-HCAs relates to the possibility of bias, particularly
whether latent biases in training data may be perpetu-
ated or even amplified. Examples already exist of pre-
dictive scores failing both because of poorly composed
training data and because, when expanded to broader
populations,  racially  discriminatory  outcomes
occurred (Char et al. 2018; Obermeyer et al. 2019).
For example, ML programs designed to aid judges in
sentencing by predicting an offender’s risk for recidiv-
ism have shown a disturbing propensity for racial dis-
crimination (Angwin et al. 2016). In healthcare, when
used to predict cardiovascular event risk in non-
Caucasian populations, Framingham study data has
shown bias both over- and under-estimating risk for
different specific populations (Gijsberts et al. 2015).

Furthermore, any perpetuated biases incorporated
into a ML-HCA may subsequently impact clinical
decisions and support self-fulfilling prophesies. For
example, if clinicians currently routinely de-escalate or
withhold interventions in patients with specific severe
injuries or progressive conditions, ML systems may
classify such clinical scenarios as nearly always fatal,
and any ML-HCA built on such a classification would
likely result in an even higher likelihood of de-escal-
ation or withholding, thereby reducing the opportun-
ity to improve outcomes for such conditions (Begoli
et al. 2019; Fiske et al. 2019; Nabi 2018; Cohen et al.
2014; Ho 2019; Taljaard et al. 2014). Training of ML-
HCAs against real world data, rather than high-quality
research-grade data, may simply perpetuate sub-
optimal clinical practices that are not aligned with the
best scientific evidence. Conversely, an algorithm’s
over-reliance on research-grade data alone may miss
important clinically relevant sources of knowledge,
lowering the quality of care delivered (Fenton
et al. 2007).

A related concern is obtaining needed training
data, and questions of data ownership, pricing and
protecting privacy. Machine learning requires large
amounts of training data. The aggregation and cur-
ation of these large datasets raises not only issues
regarding specifying the standards that high-quality
reference standard data must achieve, but also issues
regarding data privacy and data ownership (Aboueid
et al. 2019; Amarasingham et al. 2016; Cohen et al.
2014; Gruson et al. 2018; Henshall et al. 2017;
Jaremko et al. 2019; Nicholson Price and Glenn
Cohen 2019; Racine et al. 2019; SFR-IA Group 2018;
Vayena and Blasimme 2018). For diagnostic ML-
HCAs, training data will likely be based on data
collected from individual patients obtained during
routine clinical care (such as laboratory test values,

biopsy findings, or diagnostic images) or from indi-
vidual enrollees in health insurance plans (such as
medical diagnoses from medical encounters or health
care utilization patterns), along with personal demo-
graphic information. Other ML-HCAs may be based
on data from non-clinical sources (such as personal
devices, social media, financial, or legal sources),
which may contain potentially controversial data ele-
ments or have been collected via novel means that we
cannot foresee. While privacy laws and regulations are
currently in place, open questions need to be
addressed regarding who owns this data, the traceabil-
ity of specific data elements from each individual
patient into the “big” datasets, and whether patient
rights to privacy should be extended or curtailed.

To focus on one example: how should we adjudi-
cate claims regarding the value of the data—and the
value of each individual’s contribution of their data to
the aggregate dataset on which a ML-HCA is con-
structed—and the pricing of the ML-HCA itself? Most
likely, large health systems will have generated and
compiled much of this “big data,” which in turn was
paid for by insurance premiums and co-pays. Many
data sets, particularly those involving image or biopsy
interpretations, may also reflect the significant intel-
lectual contributions of interpreting clinicians. The
subsequent effort to curate the data and then develop
the ML-HCA adds value to the raw data, but certainly
not all of the value. Just as there are debates regarding
drug pricing, when the initial development of a drug
was supported by federal or nonprofit funding prior
to acquisition and further development by a pharma-
ceutical company, similar debates are already emerg-
ing with ML-HCAs (Ornstein and Thomas 2018).
There has also been ongoing patient activism for
inclusion in recognition for specimen contribution to
scientific advances (Bledsoe and Grizzle 2013).

Calibration: Accuracy, Trading off Test
Characteristics, and Calibrated Risk of Harm

In order for a ML-HCA to maximize clinical benefits
and minimize harm, the application must perform in
accordance with the cardinal design features of safety
(to prevent injuries and hazards), efficiency (that the
application effectively solves the problem it was
designed for and does so at a reasonable cost, in par-
ticular regarding the costs of incorrect classifications,
such as false negative or false positive diagnoses), and
equity (that the advantages of the application are
shared fairly by all). In concrete terms, this means at
a minimum that the application will need to provide



accurate diagnostic or predictive information on the
vast majority of patients for whom the ML-HCA is
intended to be used, irrespective of subgroup such as
age or race.

Determining the accuracy of a ML-HCA is, how-
ever, not straightforward. Unlike ML designed for
other contexts, such as to play games of skill (e.g.
chess, go), many medical decisions and diagnoses can-
not be perfectly labeled as correct or incorrect and
down-stream outcomes cannot always be anticipated
(Fenton et al. 2007). This is a known challenge with
reference “gold standards” in healthcare (Frieden
2017). While ML accuracy can be higher than that of
individual experts in interpretation of clinical images
such as radiologic scans, pathology slides, and photo-
graphs of skin lesions (Ching et al. 2018), the esti-
mated accuracy of a ML-HCA is dependent on the
clinical context in which the application is being
assessed. Validation studies therefore need to be done
not only in the context of rigorously managed
research trials, but also in general populations of
patients. In these settings, endpoints should address
patient safety (measured as sensitivity, assuring that
patients with the disease or in a designated risk cat-
egory are not missed), efficiency of the application to
provide an accurate diagnosis (measured as specificity,
assuring that patients without the disease are not
over-diagnosed, along with corresponding positive
and negative predictive values.) An equitable ML-
HCA will provide equivalent levels of accuracy within
the intended-use population across multiple patient
subgroups or characteristics, and also achieve equiva-
lent levels of “determinability,” or the ability of the
ML-HCA to provide a clinically relevant output based
on the clinically available inputs (and not simply
declare  that the inputted information is
not sufficient).

The notion of accuracy in an ML-HCA, inherently
involves tradeoffs between test characteristics, guided
by designer value judgments with consequent ethical
implications. For any diagnostic or predictive test,
whether the test uses ML or not, the performance is
calibrated to trade off a higher level of one test char-
acteristic (such as more people with the condition
being correctly classified as having the condition) with
a corresponding lower level of another test character-
istic (such as more people who do not have the condi-
tion being misclassified as having the condition). Both
of these test characteristics will also be influenced by
the determinability characteristics of the test (that is,
whether the test can use the clinically available infor-
mation, or whether the test cannot make a
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determination of disease status or determine a pre-
dicted probability), and the determinability test char-
acteristic itself is also a calibrated tradeoff between
returning a result or declaring that the inputted infor-
mation is insufficient.

Even if a specific ML-HCA is found to be superior
to an established clinical practice with regard to all
test characteristics, that specific ML-HCA will have
calibrated not only greater accuracy, but also specific
forms of inaccuracy: the design will predictably gener-
ate false positives and false negatives, or indeterminate
results, as must be the case with any method of classi-
fication, whether based on human judgment or
machine learning. The key ethical consideration would
be whether these inaccuracies (and any consequent
harms) are outweighed by potential benefits and dis-
tributed among patients in an equitable manner.

Implementation, Evaluation, and Oversight:
Adverse Events, Ongoing Assessment of Accuracy
and Usage

During development, when ML systems may be vali-
dated on idealized data, their accuracy may be meas-
ured to be “perfect” (in other words, not statistically
different from a perfect algorithm or observer who
always outputs the true state of disease). But in real-
world settings—where there is the potential for
human operator error, data inputs of lower quality
and nearly infinite variance, and additional potentially
relevant data captured in a modality not accessible to
the ML-HCA—the true accuracy is typically lower,
even when the underlying ML-HCA has been locked
and unchanged (Abramoff et al. 2018). As the meas-
ured sensitivity, specificity, and determinability
change, so too will the potential benefits and potential
harms, and the resulting benefit-to-harm ratio. For
example, earlier computer-aided diagnostic tools such
as EKG interpretation and mammography appeared in
preliminary studies to offer value-adding diagnostic
accuracy, yet in subsequent evaluations of their actual
intended use (specifically, to assist front-line clinicians
in making medical decisions) have failed to demon-
strate benefit and raised the possibility of some degree
of harm (Fenton et al. 2007; Schlapfer and Wellens
2017). In a similar manner, as a ML-HCA moves
beyond the initial implementation setting and into a
wider-ranging clinical use setting, assessing whether
patients continue to benefit will need to be ongoing.
An evaluation and oversight process (Figure 1, row
2) will have to address questions of whether, across

sites and populations (including across races,
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ethnicities, sex and ages), and over time, use of the
ML-HCA continues to provide benefit. More prosaic-
ally, just like every other health care device, every par-
ticular ML-HCA in clinical use should undergo
inspection from time-to-time to determine if the
accuracy of the output deviates from the application’s
previous performance standard. In addition to
addressing pragmatic concerns of making sure the
ML-HCA continues to perform as intended, such
evaluation and oversight can uncover additional val-
ues-based issues, which raise ethical considerations
(Figure 1).

ML-HCA’s interpretion of patient data, even if
superior to human interpretation, will certainly not be
perfect. Interpretation errors may result in patient
harm. In such instances, there is a tendency to judge
machine-based error more severely than human error
(Cathy O’Neil 2017). This tendency warrants scrutiny.
If, comparing the machine-based and the human-
based scenarios, the nature and probability of the
error and the magnitude of the ensuing harm are
equivalent, this tendency does not appear to legitim-
ate, instead reflecting a pro-human or anti-machine
bias. Determining the appropriate degree of privilege
to accord an established practice presents a tradeoff
between the prospect of more accurate interpretation
of data via the novel ML-HCA and appropriate cau-
tion in the face of heightened uncertainty.

In addition, ML-HCAs will create new information
flows and consequently need resource allocation,
including the important resource of clinical attention.
Accordingly, evaluations of the impact of ML-HCA
output on clinical workflow will be warranted. ML-
HCAs may simply add information ‘noise’ to an
already crowded clinical environment, becoming
something followed either blindly or poorly. Some
have speculated that users may feel that ML-HCAs
may remove their own liability in clinical decision
making (O’Sullivan et al. 2019). The output from a
ML-HCA—even one that is billed as being only advis-
ory, to offer guidance—may take on an authority
never intended. This has been the case in non-health-
care contexts, where individuals who have challenged
a ML-based recommendation have frequently been
required to provide significantly more robust evidence
to refute the ML recommendation than the evidence
or data which the ML recommendation was actually
based on (Cathy O’Neil 2017).

Unintended uses of a ML-HCA, with new potential
harms as well as any hoped-for benefits, will also need
to be monitored. Some potential unintended uses may
be predictable before implementation (such as a ML

system for mortality prediction being co-opted to
limit hospital mortality statistics or costs). Assuring
that a ML system is not being inadvertently vyet
inappropriately re-purposed will also require ongoing
monitoring. For example, a system intended for diag-
nosis of diabetic retinopathy might be co-opted (or
unintentionally interpreted by patients or health pro-
viders) as an ophthalmic screening exam for broader
conditions than just diabetic retinopathy.

Lastly, based on experiences with the implementa-
tion of electronic medical record platforms, monitor-
ing will also be warranted to assess the equity of
access to ML-HCA, which may be more readily avail-
able in larger or better financed health systems than
in small systems or practices, which in turn could
result in poorer outcomes in these smaller sites.

USING THE PIPELINE FRAMEWORK

Now that we have laid out the framework of a pipe-
line model of ML-HCAs, let us outline how the
framework can be used for the purpose of eth-
ical analysis.

As the model makes clear, there are many potential
points in the ML-HCA pipeline where an individual
or a group might want to identify and think through
ethical considerations that arise specifically at that
point in the overall pipeline. The questions posed in
the framework for a given stage of the pipeline may
help in identifying other, novel considerations.

The framework also should be used, even when
focused on a particular point in the pipeline, to iden-
tify and examine ethical considerations in previous
steps. ML-HCA developers and users poised at a par-
ticular point in the pipeline inheret the ethical operat-
ing characteristics that arise from previous decisions
about how the ML-HCA has been constructed.

Heading in the other direction, the framework can
also be used to look ahead, anticipating future devel-
opment and implementation (or implementations in
other settings). Identification of potential future con-
sequences can aid ethical evaluation and decisions
regarding design, development, implementation,
and evaluation.

As mentioned above, these activities can be done
by individuals or groups, in particular multi-stake-
holder groups. Given the protracted sequence of steps
in ML-HCA development and implementation, the
potentially illuminating (and obfuscating) technical
details of the inner ML workings of the application,
and the complicated and rather expansive set of eth-
ical considerations, the pipeline framework provides a



guide to help these individuals and groups with the
task of identifying and evaluating present, past, and
future ethical issues.

The pipeline framework also offers groups of
diverse stakeholders a “bigger picture” of ML-HCAs
that can, with dialogue, help to forge a shared mental
model of the range of revelant questions and ethical
considerations that should guide design and evalu-
ation decisions. The broadness of the framework will
help combat any tendency to focus narrowly on one
ethical consideration while potentially neglecting other
relevant considerations and thus sidestepping grap-
pling with tradeoffs. Lastly, the common basic ele-
ments of the pipeline—an application is conceived of,
developed, calibrated, implemented, and evaluated,
with various forms of oversight—allows for ready
comparison of the ML-HCA pipeline to the pipelines
of other medical technologies, and to see that while
ML-HCAs do raise some novel issues, they also raise
many issues common to existing diagnostic or thera-
peutic technologies. This can put a check on unwar-
ranted ML-HCA exceptionalism in our thinking about
the ethics of this emerging technology.

CONCLUSION

Machine learning in healthcare has arrived. Along with
many potential benefits to healthcare delivery, ML-
HCA is likely to raise complex and as yet only partially
considered ethical considerations with implementation.
The pipeline framework, starting with a map of the
conception, development, implementation, and the
parallel evaluation and oversight tasks of ML-HCAs,
and then layering over this map key questions, value-
based issues, and ethical considerations, is an approach
for systematically identifying these ethical considera-
tions and for facilitating inter-disciplinary dialogue and
collaboration to better understand and subsequently
manage the ethical implications of ML-HCAs.
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APPENDIX: LITERATURE REVIEW METHODS

A systematic search technique was used to identify relevant
literature. Librarians from both the Lane Library at Stanford
University School of Medicine and Robert Crown Library at
Stanford University School of Law were consulted to define
comprehensive search strategies in relevant databases.

References were identified by searching articles in
PubMed from Jan 1, 1995, until July 25, 2019, using the
search terms “artificial intelligence OR “decision making,
computer-assisted” OR Artificial Intelligence OR “Machine
Learning” OR “Deep Learning” OR “Algorithm” OR
“Algorithms” OR “latent variable model” OR “latent vari-
able models AND “delivery of health care” OR “Healthcare”
OR “health care” AND “ethics, clinical” OR “ethics, medi-
cal” OR “bioethics OR “clinical ethics” OR “medical ethics”
OR “bioethics” OR “ethics” OR “ethical.” This search pro-
duced 306 articles. 61 of these articles discussed clinical
implementation of AI technologies and were included in
the final reference list. 37 of additional references were
identified through backward and forward searching from
selected texts.

To capture nontraditional literature surrounding the
topic of AI additional searches were completed using
MEDLINE, ISI, Google Scholar, Web of Science, ProQuest
Congressional, The Federal Register, and Congress.gov. and
additional references added from these databases.
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